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Abstract—In this study, the effects of feature selection on 

classification of the electrical signals generated in the brain during 

numerical and verbal operations are investigated. 18 healthy 

university/college students were chosen for the experimental 

study. EEG signals were recorded during silent reading and 

mental arithmetic operations without using any pen and paper. A 

total of 60 slides, 30 of which contained reading passages and the 

rest contained arithmetic operations, were presented in the 

experiment.  EEG signals recorded from 26 channels during the 

slide show. The recorded EEG signals were analyzed by Hilbert 

Huang Transform (HHT), and then features were extracted. 312 

features were classified by Bayesian Network algorithm without 

applying feature selection with 92.60% average accuracy. 

Consistency measures and Correlation based Feature Selection 

methods were, then, used for feature selection and the numbers of 

selected features are 8 and 39 on average, respectively. 

Classification accuracies by using these feature selection 

algorithms were obtained as 93.98% and 95.58%, respectively. 

The results showed that feature selection algorithms contribute 

positively to the classification performance. 

 
Index Terms— Hilbert Huang Transform, Consistency 

Measures, Correlation based Feature Selection, EEG 

Classification.  

I. INTRODUCTION 

rain-computer interfaces (BCI) are systems that allow to 

communicate the brain with external devices via a 

computer.  These systems are based on the principle of real-

time control of various systems to ease the lives of people who 

have suffered cognitive, sensory and motor functions such as 

paralysis or muscular dysfunction [1, 2, 3, 4]. EEG based BCI 

systems are used intensively for reasons such as high time 

resolution, low cost, and portability. Recorded EEG signals 

need to be analyzed, classified and transmitted to the system 

very quickly [5, 6]. In BCI systems, in general, the following 

steps are followed: Recording EEG signals, pre-processing, 

feature extracting and classifying. Finally, In the BCI system, a 

command is sent to the relevant system considering the 

classification results. 
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In the preprocessing process, the EEG signals are cleaned out 

noises resulting from the network or subject by various 

methods. Feature extraction process is an important field which 

many operations are performed on the signal processing. The 

most important point in signal processing is whether the signal 

is stationary or not. Fourier transform is a suitable signal 

processing method if the signal is a stationary signal whose 

frequency value does not change by time. Wavelet Transform 

and Hilbert Huang Transform (HHT) are shown to be more 

efficient methods to analyze non-stationary signals [7,8]. The 

Hilbert Huang Transformation, which is preferred in this study, 

has been used in many studies in the analysis of EEG signals in 

the literature [9,10,11,12,]. 

R. Wang et al. showed that HHT gives better results than Fast 

Fourier Transform and Continuous Wavelet Transform (CWT) 

in sleepy EEG signals [10]. While sleeping and waking, K. Rai 

et al. analyzed EEG signals using HHT based features and then 

they have classified EEG signals by Fuzzy Logic method [11]. 

Swarnalatha. R. and Prasad D.V in 2015 analyzed the recorded 

EEG data using HHT method for early diagnosis of bruxism 

disease, called “interdental rubbing disorder” [12]. In another 

study, J. Kortelainen et al. have developed a novel approach to 

early diagnosis of hypoxic ischemic encephalopathy (HIE), 

permanent illness in infants who do not have adequate blood in 

the brain, using HHD [9]. 

In BCI systems, features obtained by various signal processing 

methods can be used directly for classification process. 

Furthermore, it is possible to eliminate some of those features 

that may adversely affect the classification result and thus 

improve classifier performance. Feature selection methods 

reduced features without changing the signal's characteristic. 

Feature selection eliminates irrelevant and unnecessary features 

and allows selection of features that will provide the actual 

contribution in the classification process so that both training 

and test times are shortened during classification. Thus, 

problems that can arise from the delays in real-time BCI 

systems are reduced. Feature selection techniques have been 

used many studies in classification of EEG signals [13, 14, 15, 

16, 17]. Feature selection approaches are known as filter, 

wrapper and embedded systems. Filter-based methods provide 

fast results because they perform selection based on statistical 

data in the analysis of large data groups. Wrapper methods 

choose features that performs well for the chosen classifier. 

Embedded systems combine the operating logic of the two 

systems mentioned above. 
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In this study, we used correlation-based feature selection (CFS) 

and consistency measures, which are filter based feature 

selection methods which achieve faster results specifically for 

high dimensional data. 

 

Ji et al. [14] analyzed EEG signals recorded during sleep from 

16 volunteers. In the study, they acquired features by applying 

the Fourier Transform and the short-time Fourier Transform to 

the EEG data for the detection of different states of sleeping. 

Afterwards, they carry out CFS and the genetic algorithm-based 

feature selection methods to reduce EEG features. As a result, 

the best results were found by CFS. Hu et al. [15] collected EEG 

signals to investigate the effects of attention on distance 

education methods. They reported that 63.90% was achieved 

for EEG data without feature selection while 80.84% was 

achieved by applying CFS for feature selection [15].  Onan A. 

and Korukoglu S. preferred filter based feature selection and 

wrapper based feature selection methods to reduce the number 

of features in text classification [17]. The highest result was 

yielded by filter based feature selection method with a 

classification accuracy of %89.72 [17]. 

 

In this experimental study, EEG data collected from 18 subjects 

were used, and then the signals were analyzed by HHT. Then 

HHT based features are classified by a probability based 

approach, Bayesian Network algorithm. To reduce the cost of 

operation and achieve better classification rates, consistency 

measures and correlation-based feature selection methods are 

applied and the classification performances are compared to the 

results obtained without feature selection. 

II. MATERIALS AND METHOD 

EEG data were obtained from 18 volunteer all-male 

university/college students. EEG data were collected from 32 

electrodes with a sampling frequency of 1000Hz. Feature 

extraction was applied on EEG data by means of HHT, and then 

consistency-measures and CFS were applied for feature 

selection. 

 
Fig. 1 The approach followed in the study 

 

A. Collection of EEG data 

The EEG markers were collected from volunteers using 

electrodes placed on the scalp as shown in Figure 2 in 

accordance with the international 10-20 system. 

 
Fig. 2. The position of the electrodes relative to the 10-20 system for EEG 

recording (Top View) 
 

The important considerations before and during the recording 

of EEG data are expressed as follows: 

 Subjects are warned about their hair being clean and 

short, and not to use any hair styling products. 

 Subjects were told not to take any medication prior to 

EEG recording. 

 It has been stated that subjects should focus only on 

numerical slides or verbal slides on the screen. 

 Subjects were told not to move their body parts such 

as hands, arms, head, legs and eyes during recording 

as shown in Figure 3. In addition, they were initially 

seated in a comfortable position. 

A total of 60 slides, 30 numeric and 30 verbal texts, were shown 

during the recording. The duration of each slide is set to 13.25 

seconds. 

 
Fig. 3 EEG recording environment 
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Figure 4 is an example of a slide containing numerical 

operations. 

 
Fig. 4. A Numerical Slide Example 

 

Figure 5 shows an example of slides containing verbal text. 

 

 
Fig 5. A Text Slide Example 

B. Pre-Process 

During recording, 50 Hz noise originating from the network is 

automatically cleaned by the device. After the recordings, 

signals are bandpass-filtered between 0.1 and 120 Hz and are 

divided into 60 pieces, each of which is a 13.25 second long 

EEG segment. Afterwards, the last two slides and the first slide 

in each section deactivated to prevent any problems due to 

synchronization. For this reason, 27 verbal and numerical slides 

were used for experimental study on EEG recordings. 

C. Feature Extraction  

Features are extracted from pre-processed EEG signals using 

HHT. HHT is an adaptive method that allows the analysis of 

non-linear, non-stationary signals as well as signals whose 

frequency and amplitude change by time [8]. By means of this 

method, complex, non-linear and non-stationary signals such as 

especially EEG signals, can be better analyzed than other signal 

processing methods. HHT is an empirical and adaptive method 

which combines Empirical Mode Decomposition (EMD) and 

Hilbert Transform. Hilbert Transform can be applied directly to 

single-component signals since these signals have only one 

frequency content at a given time interval. However, this is not 

possible for multi-component signals such as EEG. In order to 

solve this problem, Huang first divides the signal into the 

Intrinsic Mode Functions (IMFs) to include only one frequency 

value at a certain time [8]. Thereafter, the signal is expressed as 

the sum of these functions, each of which has a single frequency 

content instantaneously. In Empirical Mode Decomposition 

(EMD), the signal is divided into IMFs. In the last stage of the 

HHT, The Hilbert transform is applied to the obtained IMFs to 

generate the energy-frequency-time distribution known as the 

Hilbert spectrum. 

 

EEG signals were analyzed with a sliding window method 

where each window is one second long with 50% overlap. For 

each segment, 312 features were extracted by calculating the 

average amplitude and maximum amplitude values for delta 

(0.5-4Hz), theta (4-8 Hz), alpha (8-13 Hz), beta (13-30 Hz) and 

gamma (31-120 Hz) bands apart from the average amplitude 

and the maximum amplitude in the whole spectrum. 

D. Feature Selection 

Features were selected by applying Consistency Measures and 

Correlation-based Feature Selection (CFS) methods which are 

filter methods to the feature matrix extracted using HHT. In the 

analysis of large data, these methods have been used because of 

the reduction of training and test time. 

 Consistency Measures 
This method was used in many studies in the literature for 

feature selection [18, 19, 20]. Consistency Measures (CM) is a 

filter based method that considers consistency levels of class 

values to examine the usefulness of the subset of attributes [21]. 

 

The CM method begins with a subset of all the attributes. Then, 

a random subset of attributes is generated from a subset space 

of attributes. If the randomly generated subset of attributes 

contains attributes less than or equal to the current subset of 

attributes, then the consistency ratings of the existing and newly 

created subset of attributes are compared. If the newly created 

subset of attributes has a better consistency rate, this subset is 

selected. The process is repeated during a parameter set by the 

user. 
TABLE I.  

NUMBER OF SELECTED FEATURES 

No of 

Subject 

Total 

Number of 

Features  

Correlation 

based Feature 

Selection 

Consistency 

Measures 

Subject1 312 42 8 

Subject 2 312 46 9 

Subject 3 312 38 9 

Subject 4 312 35 9 

Subject 5 312 31 5 

Subject 6 312 31 8 

Subject 7 312 37 6 

Subject 8 312 36 11 

Subject 9 312 48 8 

Subject 10 312 43 7 

Subject 11 312 55 8 

Subject 12 312 51 7 

Subject 13 312 41 6 

Subject 14 312 39 8 

Subject 15 312 44 6 

Subject 16 312 28 6 

Subject 17 312 32 8 

Subject18 312 32 6 

Average 312 39 8 

 

Correlation based Feature Selection 

This method creates a new subset of attributes by selecting the 

attributes that have the highest correlation with the class within 

the set of attributes extracted from the signal. A subset of the 
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attributes which has the highest correlation with class but the 

lowest correlation each other is generated [22, 23, 24].  

The number of selected attributes is shown in Table I for each 

Subject. When Table I is analyzed, it is seen that a very small 

number of attributes are selected in different numbers for each 

subject. 

III. RESULTS AND DISCUSSION 

In this study, we reviewed the effect of feature selection 

algorithms such as CFS and CM on the experimental result, 

considering that HHT based features show better classification 

performance. The features were extracted by using HHT from 

EEG signals and were binary classified as arithmetical 

operation / silent reading. 

The performance of Bayesian Network was worked out using 

the most commonly used parameters such as Accuracy, 

Precision and area under the ROC Curve (AUC) [25]. 

 

Examining Table II, it is seen obviously that arithmetical and 

reading operations were classified with an average accuracy of 

92.60% and an average precision of 92.95%, without applying 

feature selection. Although the highest accuracy was 97.40%, 

the lowest accuracy is found as 85.50%. It is observed that there 

are a total of 13 subjects whose accuracy is 90% or better. 

 
Table II  

THE CLASSIFICATION RESULTS WITH ALL FEATURES 

No of Subject Accuracy Precision AUC 

Subject 1 0.9100 0.9100 0.9630 

Subject2 0.8550 0.8630 0.9370 

Subject3 0.8590 0.8610 0.9380 

Subject 4 0.8990 0.9040 0.9710 

Subject 5 0.9670 0.9670 0.9910 

Subject 6 0.9590 0.9590 0.9940 

Subject7 0.9740 0.9740 0.9920 

Subject 8 0.9010 0.9070 0.9380 

Subject 9 0.9440 0.9470 0.9780 

Subject 10 0.9490 0.9500 0.9880 

Subject 11 0.9390 0.9400 0.9810 

Subject 12 0.8870 0.8940 0.9650 

Subject 13 0.9700 0.9700 0.9970 

Subject 14 0.8770 0.8990 0.9880 

Subject 15 0.9700 0.9710 0.9980 

Subject 16 0.9630 0.9630 0.9920 

Subject 17 0.9340 0.9380 0.9830 

Subject 18 0.9110 0.9140 0.9700 

Average 0.9260 0.9295 0.9758 

 

The results while applying consistency measure are given in 

Table III. The average accuracy and precision were found as 

93.98% and 94.08%, respectively with an average number of 8 

features. Comparing the results, the features selected by 

consistency is more successful than all features in classification. 

The lowest classification accuracy was 86.60% and the lowest 

precision was 86.90% as well as the highest classification 

accuracy and precision were 97.90%. It is also seen that a total 

of 16 subjects are classified, with accuracy of 90% and above. 

 

Table IV shows the classification results achieved when applied 

correlation based feature selection. 

 

 

Table III. 

THE CLASSIFICATION RESULTS USING CONSISTENCY MEASURES 

No of Subject Accuracy Precision AUC 

Subject1 0.9300 0.9300 0.9800 

Subject2 0.8660 0.8690 0.9500 

Subject3 0.8770 0.8770 0.9540 

Subject4 0.9410 0.9420 0.9890 

Subject5 0.9720 0.9720 0.9970 

Subject6 0.9300 0.9300 0.9860 

Subject7 0.9790 0.9790 0.9980 

Subject8 0.9100 0.9140 0.9730 

Subject9 0.9400 0.9410 0.9830 

Subject10 0.9630 0.9630 0.9960 

Subject11 0.9460 0.9460 0.9860 

Subject12 0.9010 0.9040 0.9740 

Subject13 0.9700 0.9700 0.9960 

Subject14 0.9450 0.9470 0.9910 

Subject15 0.9720 0.9730 0.9970 

Subject16 0.9580 0.9580 0.9930 

Subject17 0.9390 0.9420 0.9910 

Subject18 0.9770 0.9770 0.9950 

Average 0.9398 0.9408 0.9849 

 

 
Table IV. 

THE CLASSIFICATION RESULTS USING CORRELATON BASED 

FEATURE SELECTION 

No of Subject Accuracy Precision AUC 

Subject1 0.9390 0.9400 0.9850 

Subject2 0.8900 0.8930 0.9740 

Subject3 0.8670 0.8680 0.9510 

Subject4 0.9680 0.9680 0.9970 

Subject5 0.9860 0.9860 0.9990 

Subject6 0.9570 0.9570 0.9950 

Subject7 0.9810 0.9820 0.9990 

Subject8 0.9120 0.9190 0.9890 

Subject9 0.9590 0.9610 0.9940 

Subject10 0.9830 0.9830 0.9980 

Subject11 0.9760 0.9760 0.9910 

Subject12 0.9360 0.9380 0.9890 

Subject13 0.9840 0.9850 0.9990 

Subject14 0.9630 0.9630 0.9950 

Subject15 0.9810 0.9820 0.9990 

Subject16 0.9820 0.9820 0.9990 

Subject17 0.9620 0.9640 0.9970 

Subject18 0.9790 0.9790 0.9960 

Average  0.9558 0.9570 0.9914 

 

The average accuracy and precision were found as 95.58% and 

95.70% as shown in Table IV. The results were found to be 

higher than the result gained using all the features. In addition, 

it is demonstrated that the poorest accuracy and precision values 

were 86.70% and 86.80%, respectively for Subject3 even 

though Subject5 had the highest precision and the accuracy 

value were 98.60%. In general, it is clearly seen that the 

findings in Table IV are more successful than those of Table II 

and Table III. 

Examining the all results, for BCI systems, it is indicated that 

higher classification performance can be achieved by reducing 

the number of features with correlation-based feature selection. 

As a result of the all results, it is understood that the correlation-

based feature selection method is more compatible with the 
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Bayesian Network algorithm for the features from database we 

used in this study. 

The results show the importance of selecting features for the 

development of faster and higher performance BCI systems and 

the method to be selected for this process. 

IV. CONCLUSION 

In this paper, we presented an approach to examine the effect 

of feature selection algorithms on cognitive tasks based on EEG 

signals. 

The features were extracted by using Hilbert Huang Transform 

from EEG signals and were binary classified as arithmetical 

operation / silent reading. For feature selection, we used 

Correlation based Feature Selection and Consistency Measures 

algorithm which are filter methods. Bayesian Network was 

employed for classification. Effect of feature selection 

algorithms are evaluated for this cognitive task analysis. The 

classification results indicated that Feature Selection algorithms 

have a positive effect on EEG signal classification performance. 

CFS and CM feature selection algorithms are a powerful and 

useful tools to select EEG features.  
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