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Abstract 

Nowadays, social media and online sharing sites are frequently used to share thoughts about daily events. Thanks 
to the posts made by internet users on these platforms, first, quite big data is generated to interpret the agenda. 
More than 10,000 comments of more than 5000 users made about COVID-19 from online websites between 15 
March and 15 May were collected in this study. Then, emotional analysis on these comments was carried out with 
BERT, GRU, LSTM and TF-IDF methods. The changes in the amount of user comments and the emotions 
reflected by the comments have been associated with the actual events of these dates. It has been determined which 
types of events affect users more. In addition, the emotional response changes of the users to the official COVID-
19 statistics were measured and the peak points of the emotional changes were determined. Finally, the emotion 
classification methods applied were evaluated by user questionnaires and their successes were determined 
according to F-Measure. 
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1. Introduction 

Social networks are virtual interaction models that reflect the interests, friendships and connections of 
users in their real life. Social media adventure on the internet started with people making their own 
news. Today, it is seen that all agencies, including major news organizations, use these platforms to 
broadcast their news. Social media hosts many different types of news, as it is both a news outlet and a 
space for users to share their own news. Users access the news on social media and can convey their 
reactions and comments to the news via social media. Naturally, social networks have become the 
priority sharing areas where people share their reactions to instant events. 

Even though social networks are very popular platforms for sharing user ideas, there are also alternative 
websites preferred by users. These websites, which were called "forum" in the past, are more 
systematically constructed than social media. They are divided into specific categories and contain 
longer comments within sub-titles. Although the history of the forums reached the 1990s, there are still 
quite popular forums that are actively used today. As an example, Reddit is one of the most popular 
forums with its subject and category-based sharing. Unlike social networks, in the forums, users make 
their opinions not on their own pages, but inside the page opened for a topic. This form of sharing 
provides a ready-made database of subject-oriented comments for research on a topic. 

Associating the comments collected from social networks with current topics and making analyzes from 
comments on a topic is used frequently in academic studies. Especially for researchers working on data 
mining, these forums are like a database. In this study, the effects of events related to COVID-19 
pandemic on users were investigated with data collected from social networks. Changes of emotions 
were determined according to real events by analyzing with user comments, data mining and deep 
learning methods. It is aimed to identify the factors that affect the society in the pandemic process by 
associating the emotional changes obtained with the events that took place at that time. 

The rest of the paper is organized as follows: Section 2 is devoted to the discussion of related work. 
Section 3 describes the processes related to the collection of data used in selected social networks. In 
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Section 4, the method proposed in this study is first mentioned and then the experimental results for the 
proposed method are given. Section 5 concludes the paper. 

2. Related Work 

Sentiment analysis in comments on websites and social networks is a field that is subject to academic 
studies in many languages for different topics with different algorithms. Sentiment analysis can be 
applied at four different levels. These levels are sentence, status, document and user level, respectively. 
Different methods can be applied within these four levels, such as machine learning, lexicon, NLP, 
ontological or hybrid solutions [1]. 

Many studies have been conducted on the detection of messages that are described as spam or false 
messages on social networks [2] [3]. Sentiment analysis has also been used to analyze advice processes 
for brands and services [4]. Sentiment analysis processes have also been used frequently in big data and 
are frequently used in commercial projects [5]. It has been revealed in many studies that sentiment 
analysis can be used not only in canonical texts, but also in an uncorrected / unstructured spelling 
language, which is the language most often used by users [6]. 

In their study, Anjaria and Guddeti conducted emotional analysis on brands, people and events using 
different algorithms on Twitter social network [6]. Many researchers have previously done work for 
Weibo [7] [8] in the Chinese Language.  Nehri et al did the same work for the Italian RA1 media 
broadcaster in the Italian language [9]. In their study, Contrantes et al proposed a method aimed at 
solving the problem of starting cold on a new product via Twitter and Facebook [10]. Tang et al. 
conducted a study demonstrating the importance of emotions in purchasing and measuring the impact 
of social network data and physically sold products on users [11]. 

Sentiment analysis can be performed at different levels [12]. First level can be defined as algorithms 
that perform sentiment analysis on sentence basis. The second level methods are document-based and 
look at all the sentences in the document to see if the comment is completely or partially positive / 
negative. The third level is subject-based sentiment analysis. Each subject / word can stand out from a 
different emotion aspect. For example, in the sentence “this computer is very good and quick, but it is 
running out of battery very quickly”, positive and negative comments were made for the computer. In a 
computer-based analysis, the sentence will be positive but in a battery-based analysis it will be negative. 
In this type of work, all emotion is not connected to a single object. 

There are also different application methods in terms of the algorithm to be used in sentiment analysis. 
The word-based tagging system is the most principal of these algorithms [13]. The second method is 
those using NLP [14], Lexicon [15] or machine learning [16]. The third method performs sentiment 
analysis by comparing it with a trained data set [17]. In addition, methods that perform positive / 
negative information analysis at the user level have also been proposed [18]. Analysis of the effects of 
users on social networks on other users is one of the studies used with these methods [19]. 

The Ekşi Sözlük user-based Turkish forum, which we selected as a data set, has been the subject of 
many academic researches before. Alp has analyzed users discourses on one of the ethnic groups in 
Turkey [20]. Doğu et al. conducted a study on Ekşi Sözlük concept of authorship [21]. Akınerdem 
analyzed the current TV series by comparing the comments in Twitter and Ekşi Sözlük [22]. Almost all 
of the work done with Ekşi Sözlük focuses on sociological and / or psychological analysis. 

Although it is a very new subject yet, academic studies on COVID-19 focused social media interaction 
have started. Depoux et al. [23] examined the reflection of human panic on social networks after the 
COVID-19 news. Gao et al. [24] analyzed the increasing mental health problems after COVID-19 
through social media. Li et al. analyzed the increase of COVID-19 web inquiries over search engine 
data [25]. Pennycook et al. [26] investigated methods of preventing misinformation spread over social 
networks related to COVID-19. Li et al. [27] tried to determine the speed and types of spread by 
classifying the information published on social media during the COVID-19 process. 
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3. Data Collection 

In this study, the reactions of the users to real events were tried to be collected from the messages 
collected from web-based forums. An event series that occupies the agenda and where many people 
comment is selected. Due to the impact of the COVID-19 pandemic on both our individual life and its 
social impact, the agenda for the virus was selected in our study [28]. Although the widely used social 
media platforms (Twitter, Instagram, etc.) contain a lot of data, it was not deemed suitable as a dataset 
since this data is short and contains a lot of spam. Although the COVID-19 virus has affected the whole 
world, it is necessary to focus on a limited time and a limited area in order to find the link between real 
events and people's emotions. The study focuses on Turkish-speaking users in Turkey from 15 March 
to 15 May. Ekşi Sözlük which is Turkey's largest forum and one of the most frequently visited site is 
selected for user reviews, user information, and scores given to comments by users. Data collection 
process was carried out through a special bot within the scope of this study. 

Ekşi Sözlük is a common "dictionary" based on the concept of websites built on user contribution. 
Registered members send contents to the site, such as articles, links, text messages and pictures, which 
are then interpreted and / or rated by other members. Different pages and topics were created by users 
on thousands of topics such as current news, science, movies, video games, music, books. Currently 
with more than 400,000 registered users, including 100,000 authors it is of one of Turkey's largest online 
community. Ekşi Sözlük offers a platform for sharing information on various topics from scientific 
issues to daily life by thousands of people, as well as a virtual socio-political platform for discussing 
current political content and sharing personal opinions [29]. 

Since an analysis of COVID-19 will be done in the study, the data are taken from the pages in this topic. 
All comments in the titles created in the last 2 months related to COVID-19 were recorded together with 
the author information and number of likes in order to create a data set. As the first step of data 
processing, short comments that contain only links were not excluded. Also, only comments with emoji 
have been removed from the dataset. 

To compare the data collected, the daily number of deaths and infected patient’s information was 
collected from the Republic of Turkey Ministry of Health webpages. All comments and ministry data 
are noted daily. In addition, the events to be used for impact value measurement in our study were 
selected from the most frequent agenda events in the news. Some information about the collected data 
is shown in Table 1. 

Table 1 Collected Data 
Dataset Number 
Total Comment 17903   
Number of Different Authors 7834 
Number of Likes 186999 

The intensity of the comments collected by days is shown in Figure 1. In January and February, in 
contrast to the World, Covid-19 cases have not been observed in Turkey, so the number of comments is 
very small. Although there are a few peak points starting from the second week of March, it is seen that 
there is a great density in the third and fourth week. In April, similar intensity comments continued, 
except for 2 peaks. In May, with the reduction of the impact of the pandemic in Turkey, the amount of 
comments had begun to fall. 
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Figure 1 Density Map of Comments by Days 

When choosing important events, the most commented days were first found to have a social response. 
When calculating the days with the most comments, the requirement for the number of comments per 
day to be at least 25% higher than the average of the 5 days before that day was checked. The days 
selected in accordance with this condition are shared in Table 2. The events related to the days were 
chosen among the most talked events in that day. Table 2 is determined for 8 days and events related to 
each day are listed. 

Table 2 Dates of Increasing Comments and Significant Events 
Date Event Topic 

12 March Under President Erdogan's chairmanship, a 5-hour coronavirus meeting 
was held. Sports competitions have been postponed, and some 
preventions have been taken regarding overseas departure. Primary 
schools were closed for 1 week and universities for 3 weeks [30]. 

Sports, 
Travel, 
Agenda 

16 March Turkish Health Minister Fahrettin Koca said Europe and the Middle 
East based, new 29 coronavirus patients were discovered in Turkey. 
Since there were 18 cases in total in previous days, the number of cases 
increased close to 150%. [31] 

Agenda 

18 March Some items from the economic package of 100 billion TL announced 
on March 18 

Economy 

20 March All hospitals were declared as pandemic hospitals, both the number of 
cases and deaths increased by 100% from the sum of the past days. [31] 

Agenda 

2 April Infected patient numbers by cities was announced. Agenda 

13 April ‘’When Does COVID-19 End?’’ Virtual Discussion Started Agenda 

18 April Turkey's infected patient number passes its neighbor Iran and Turkey 
rises to the eighth place in the infected patients list in the world 

Agenda 

25 April TÜBİTAK President Gave the Release Date for Coronary Virus 
Vaccine 
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While selecting events for Table 2, the most spoken and most influential event of each category was 
noted. In addition, 4 events that take up a lot of space in the news agenda but are not included in 
important dates are shown in Table 3. Later in the study, there will be relations between the events in 
these tables and the reactions of people. 

Table 3 The Events Which Did Not Get Much Comments 
Date Event Topic 

20 March Closing of all places of worship by the Directorate of Religious 
Affairs 

Religion 

23 March Fatih Terim who is Coach of Galatasaray which is one of Famous 
Turkish football club was announced Covid-19 Positive. 

Sport 

25 March All public and private schools were declared a vacation for over 
one month. 

Education 

26 March All universities were declared a vacation by the Higher Education 
Institution 

High 
education 

4. Methodology And Experimental Results 

In this section, the results obtained from the methodology and experiments used to interpret the data are 
examined. Owing to the obtained research results, the successes of the methods used in the experiments 
are shared comparatively. 

All the experiments shared in this section were carried out in Windows 10 environment with a computer 
with 16 GB RAM and 2.5 GHz processor power. Python-3 was used as the programming language in 
the experiments. Spyder and Jupyter infrastructure provided with Anaconda were used as the 
development platform. In addition, Tensorflow, Keras and Numpy libraries with open source code were 
used to provide ease of operation in the experiments. 

 
Figure 2 The Density Graph of the 100 Most Commented Users 

The 100 most commenting users and their frequency of commenting are analyzed in Figure 2. The 
number of users with more than 150 comments is only one. The number of users who comment between 
50 and 150 is one. The number of users who comment between 40 and 50 is three. The number of users 
who comment between 20 and 30 is 17. The number of users who comment between 10 and 20 is at 
least 68. Most users commented less than 10 times. When a 60-day period is taken, it is normal to make 
10 or fewer comments. In this context, it is evaluated that the data is not collected for same users and 
that it is collected from sufficiently different users. At the same time, it will be possible to examine 
emotional change over time with ten or more comments. Figure 3 shows the density chart of the 10 most 
commented users. 
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Figure 3 The Density Chart of the 10 Most Commented Users 

When the figure is evaluated, it is seen that no user has made enough comments to manipulate the data. 
Although the user who comments most frequently in this chart seems to occupy nearly 30%, this is only 
the chart among the top 10 users who comment most frequently. Looking at the whole chart, even the 
most frequent user takes up less than 1% of the total data. The impressions on the chart that begin with 
'K:' are the id's obtained after anonymizing the user information. The number of comments made by 
users according to months is shared in Figure 4. 

 
Figure 4 Frequency of Commenting by Months 

When the chart is analyzed, it is seen that there are very few comments in February compared to other 
months. It was observed that the comments peaked in March and April. Although only the first 15 days 
of May were taken, it is seen that the level of March and April will not be reached in May, according to 
the average of the current days. In Figure 5, the number of comments is shared by weeks, with a more 
focus on. 

When the distribution of the data according to the weeks of the year is examined, it is seen that the users 
make the most intensive comments in the 11th and 12th weeks. The concentrated part of the data shows 
the last two weeks of March. Major events seen in Table 2 also generally occurred this week. When the 
weeks are examined, it is obvious that the first two weeks of March have passed with very few comments 
and the main intensity is in the last 2 weeks, and the high of the whole month is due to the intensity in 
these 2 weeks. The relationship between the comments and the number of cases was measured with 2 
different types of graphics. The first of these graphs is the coefficient graph and is shown in Figure 6. 
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Figure 5 Frequency of Commenting by Weeks 

 
Figure 6 Comparison Chart of Case and Comment Coefficients by Days 

In the coefficient graph, all numbers are taken by days and the changes are calculated to show how many 
times it is bigger than the previous day. In this way Sudden changes were tried to be detected. As the 
reason for the sudden change on March 18, it can be seen that there were very few comments in the 
previous days. However, it is still seen as a more realistic reason that the change is related to the 
economic package announced at this date. Changes in the March 20 can be explained by the news of the 
turning of all hospitals in Turkey to pandemic hospitals. The increase in the number of patients on the 
18th and 20th March continues nearly twice. The increase in the number of patients on March 26 is also 
the regional peak point and on the same days, a peak was identified in the comments. 

 
Figure 7 Death and Interpretation Coefficient Completion Chart by Days 
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The relationship between the coefficient of death and the coefficient of interpretation shown in Figure 
7 shows parallelism at many peak points in the table. It is seen that many external variables expressed 
in the previous table cause other changes. The connection between the number of deaths and the number 
of comments is thought to be more proportional to the number of cases. 

 
Figure 8 Cumulative Data Graph of Death and Interpretation by Days 

In the graph in Figure 8, unlike the previous two graphs, the cumulative sums, not the coefficients, were 
handled. When evaluated cumulatively, it is seen that the comments entered the sudden rise much earlier 
than the cases. It is also observed that it captures the linear point earlier and then increases with a smaller 
curve. The number of cases started to peak approximately 20 days after the number of comments and 
caught a curve parallel to the number of comments. Although the number of comments increased 
suddenly to pass to the linear curve within 10 days, the number of cases increased in approximately 20 
days and then switched to the linear curve. 

The table shows that people more strongly respond to cases but get used to it in time. When the number 
of cases peaked, small peaks were observed in the number of comments, but it was observed that the 
case did not increase at the same rate as the rate of increase. 

Sentiment analysis of all collected comments was determined by four different methods. One of these 
methods is the method of labeling with TF-IDF [32]. With this method, the positive and negative words 
in the comments are tagged and then the frequency count is made and the comment is determined as 
positive, negative or neutral. 75% of all tagged words were expected to have the relevant tag to identify 
a comment as positive or negative.  With this rule, comments with a confidence value less than 75% are 
marked neutral. Tags are made by identifying 50 most common positive and 50 most common negative 
words in Turkish language. 

As a second method is supervised LSTM [33]. As the training data, the results accepted by unanimous 
or majority vote from 34.397 classified comments in the TREMO [34] data set were used. The labels in 
this training data have been converted as positive, negative and neutral. A second LSTM test was 
performed using previously trained Word2Vec [35] vectors. Thanks to this method, it is aimed to 
produce more successful semantic results for words that the model does not encounter in education. 
Unlike standard LSTM architecture, inputs consisting of word vectors are used. A data set of Turkish 
texts [36] and the TREMO data set were combined to form word vectors. Then, each word vector created 
was sent as an input to LSTM and aimed to produce more successful semantic results. 

The third method is the advanced Recurrent Neural Network (RNN) structure called the Gated Recurrent 
Unit (GRU) [37]. It is known that the use of GRU increases the success rate in many classification 
problems and uses less resources compared to LSTM [38]. In the experiments, it was observed that the 
GRU model increased the success (acc) from 0.84 to 0.91 according to the LSTM model using the same 
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training set. Therefore, in addition to other methods, the results obtained with GRU are also shared in 
the study. While creating the model, embedding layer was added before GRU layers and word vectors 
were used as input. The resources used in the LSTM method were used in the training of the model and 
the creation of word vectors. 

BERT [39] algorithm is used as the last test method. This algorithm stands out from other word 
embedding techniques thanks to its transfer learning approach and pre-trained neural networks. Thanks 
to the bidirectional working logic, it has become possible to extract the vector of a word by evaluating 
the previous and subsequent sentences. Along with this method, it has been observed that it significantly 
increases the success in the studies to make sense from the text [40]. In experiments with BERT, the 
same training content as the GRU experiment was used for training. 

The reason why the neutral number is too high is because the short comments are mostly labeled as 
neutral. Since the short comments are not evaluated at all or labeled as neutral, they are labeled as neutral 
as they are the same for the evaluation phase. Also, in LSTM / GRU experiments, the result of the 
prediction is generated between 0 and 1 thanks to a sigmoid. As these values approach 1, the result is 
understood to be positive, and as it gets closer to 0, it is understood to be negative. In this way, since the 
value of 0.5 is in the middle, the comments between the values of 0.45-0.55 seen close to this value are 
accepted as neutral. 

When the data used in the study is examined; it is seen that the words without grammatical patterns, 
irregular words and words used in the daily speaking language which are not in the dictionary are 
frequently used. Although all these words are positive / negative, it makes labeling difficult and lowers 
the success rate. The sloppy use of language among young people and the transformation of the internet 
jargon over the years made it difficult to work. 

In the study, in order to measure the success of four different methods, emotion analysis was carried out 
by survey participants on 1000 data randomly selected from all data. Success criteria were revealed by 
comparing the results with the results of the selected algorithms. Success results are shown in Table 4. 
As seen in previous academic studies, LSTM has been more successful in labeling than other methods. 
With this test, it was seen that all four methods used in the experiments were successful enough to be 
used in this study. 

Table 4 Success Rates of Applied Methods in Emotion Analysis  
A P R F 

Labeling with TF-IDF 0.769 0.758 0.690 0.763 
LSTM 0.875 0.897 0.820 0.886 
GRU 0.817 0.893 0.770 0.854 
BERT 0.823 0.867 0.760 0.844 

It is also seen in these test results that there are positive and negative users in all conditions. Despite 
this, the peak points of emotion-intensive comments for the majority of users were determined to be on 
March 21 - March 26 and April 3. As a result of associating each peak with an event, it is concluded 
that the following events are directly related to the peak points. 

The number of patients and the number of deaths is connected with COVID-19 in Turkey has increased 
by 100% on March 21. This day is the first day for a big society response. When the first 1000 cases 
were ignored, March 26 was the first day with the highest incidence of infected patients in COVID-19. 
It is obvious that the sudden increase in the patient number and the number of patients exceeding 3000 
caused anxiety for the users. The positive density on April 3; can be relevant with the explanation of the 
city-based Covid-19 infected number of patients in Turkey, the fact that Istanbul host the half of all 
infected cases in Turkey and the small amount of infected in other cities. These statistics coincide with 
the saying of "Istanbul can be Turkey's Wuhan" which is belong to The Minister of Health of the 
Republic of Turkey [41]. This supports the accuracy of other data. 
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Figure 9 Distribution of Positive and Negative Comments by Days with TF-IDF Labeling Method 

Figure 9 shows the graph of the number of comments with emotion analysis. From the test results, it is 
seen that when users have very negative or very positive emotions, they tend to write more comments 
than neutral emotions. It is also seen that negative emotions encourage writing more than positive 
emotions. The increasing level of negative comments in peak dates, shows people's anxiety. Positive 
comments are estimated to be users who try to think positively and are not in a state of panic. 

Figure 10 shows the graph of the number of comments with emotion analysis. It is estimated that the 
reasons for the increase of positive comments on peak dates are not to make people panic and try to 
think positively. On the other hand, there was an increase in negative comments during these dates. 
Unlike the labeling method, LSTM has found a peak date for April 13 and April 25. It is seen that the 
comments made on April 25 have increased due to the press releases of state institutions related to 
vaccination studies. In the tests carried out with different methods in Figure 11 and Figure 12, similar 
results were obtained with the tests previously applied. 

 
Figure 10 Distribution of Positive and Negative Comments by Days with LSTM Labeling Method 

 
Figure 11 Distribution of Positive and Negative Comments by Days with BERT 
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Figure 12 Distribution of Positive and Negative Comments by Days with GRU 

Neither an official state statement nor an important event is observed on April 13. However, on April 
13, it is seen that the title "When will the COVID-19 end" and the entries related to this title have 
increased a lot. With the opening of this title, a new virtual discussion environment has been created 
and people share their ideas in this discussion environment and object to many other ideas. 

Although some points are related to the peak points, the reasons why other points are not connected to 
the peak days are examined. As a result of this review, it is seen that there are more comments on the 
cases (famous people) who find more place in the society. Again, it is seen that the news, which is 
regarded as a surprise about the socially anticipated events, received many comments. On the other 
hand, it can be said that the announcements and explanations about COVID-19 related life and education 
are less popular since they are realized within the expectations of the users. It seems that issues related 
to sports and arts associated with COVID-19 almost did not attract any attention during this period. 

 
Figure 13 Classification Results of Methods 

Figure 13 shows the ratios of positive and negative values of the results of all methods. Neutral values 
are not shown in Figure 13. It is seen that the success classification results of other methods, except 
labeling, are close. 

5. Conclusion 

In this study, contents focused on COVID-19 are examined, how emotional the users are affected by 
current events and the effects of these events on user comments are investigated. More than 10000 
comments about COVID-19 collected from online websites between 15 March and 15 May were 
subjected to 4 different sentiment analysis methods for this purpose. Sentiment analysis and comment 
frequencies were associated with real events and it was determined how users reacted to which types of 
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events. In addition, the connections between the user comments and the number of COVID-19 patients 
and deaths were determined and shared with the graphics. It has been observed that even if the methods 
used in the current study do not comply with the language rules, successful results were obtained from 
irregular data. With the methods will be proposed in the future studies, it is possible to conduct more 
specific researches in different fields such as government policies, political opinions, the introduction 
of commercial products and sports competitions. In this way, it will be possible to see the impact of 
each issue on the process and society in a more tangible way. In line with these data, it will be easier to 
perceive the priorities and sensitivities of the society in extraordinary situations. In addition, it will be 
possible to put forward studies for other countries that have or will be affected by the pandemic which 
they can use as a reference in the process of managing the situation. 
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